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INTRODUCTION

How to measure the veracity
of a function in a dataset ?

functional dependencies, 
counterexamples, g3 indicator
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domain expert model as a function

dataset

veracity of the function
in the dataset

machine learning
explainability

Research subjects
hardness of this problem
techniques for scalable computation
dataset exploration in view of a function
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1 Counterexample
enumeration

Counterexample → pair of tuples wich violates the functional dependency. 
A pair of tuples (t0, t1) forms a counterexample if:

2 g3 indicator
computation

and

1-g3 is also the maximum accuracy of any model in the case of classical functional dependencies [7].

The g3 indicator is the minimum proportion of tuples to remove 
from the dataset such that no counterexample remains. 

Introduced by Kivinen and Mannila in [1].
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FUNCTION

⇒ [flow±0.05•flow],[head±0.1]→[power±0.02•power]power=f(flow, head)

DATASET

id flow head power
t0 2.5 10.2 23.3
t1 2.5 10.2 22.9
t2 2.6 10.1 23.4
t3 2.7 10.1 24.3

HARDNESS ANALYSIS [10]
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COMPUTE WITH THE FASTG3 PYTHON LIBRARY [9]
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Estimating the 
Mimum Vertex Cover's size (NP-hard)

large datasets

Counterexample enumeration (quadratic)
Optimizations from record linkage (e.g. blocking)
and similarity joins (e.g. sliding window algorithm)

Sublinear MVC's size estimation
On-the-fly conflict graph enumeration
Adapts a 2-approximation algorithm [3]

dataset + function

dataset 
+ function

g3

conflict graph

Exponential exact algorithms 
 (e.g. WeGotYouCovered [6])
Time-bounded local search algorithms 
 (e.g. NuMVC [5])
Poly approximation algorithms 
 (e.g. GIC, Edge Deletion [2])
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A PRACTICALLY EFFICIENT
SUB-LINEAR ALGORITHM
FOR THE MINIMUM VERTEX COVER

future work

..based on Sorted List Right [2]
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VISUALIZE WITH THE ADESIT WEB APP [8]

Conflict graph
exploration

Counterexamples visualization

Counterexample indicators
Attributes histograms

ADESIT offers a way to visually explore 
the existence of a function in a dataset 
for machine learning and much more!

adesit.liris.cnrs.fr


