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▶ Context



Context ▷ Data scientists are not domain experts

physical system

domain knowledge
(domain expert)

model as a function

dataset

veracity of the function
in the dataset

machine learning
explainability
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Context ▷ Running example

• 3 variables:
□ power (Megawatts)

□ flow (m3 · s−1)

□ head (m)

• 2 constants:
□ water density â

(kg ·m−3)

□ turbine efficiency Ù
(no unit)

POWER

FLOW

HEAD

Running example ▶ Domain knowledge [Cengel et al., 2010]

power = fÙ,â(flow,head) = Ù · â ·flow ·head
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Context ▷ What about the recorded data?

power = fη,ρ(flow,head)
?

FUNCTION DATASET
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• How to evaluate the veracity of f in r?
Our study is three-fold:

1. What is the complexity of this problem?
2. How to solve it efficiently?
3. How does that satisfaction relates to supervised learning?
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▶ From functions to the relaxed g3 indicator



From functions to g3 indicator ▷ The unicity property

• We focus on the deterministic nature of functions:

Property ▶ Function unicity

A function in the form C = f (X) assigns to each element of X
exactly one element of C.

• Thus, we measure the existence of any function with given inputs and outputs.

Running example ▶ Inputs and outputs

We do not consider the formula itself but only the inputs and outputs:

power = fÙ,â(flow,elevation) = Ù · â ·flow · elevation

Faure--Giovagnoli Pierre - Domain Knowledge and Functions in Data Science - November 2023 - 5/43



From functions to g3 indicator ▷ Functional dependencies

• For a function C = f (X), a functional dependency (FD) X! C expresses the same
unicity constraint:

Definition ▶ Satisfaction of crisp FDs [Armstrong, 1974]

X! C is satisfied in a relation r (noted r |= X! C) if:

∀t1, t2 ∈ r, t1[X] = t2[X]⇒ t1[C] = t2[C]

• We use FDs to study the existence of functions in data.

Running example ▶ From function to crisp FD

Thus, we can convert the function to a crisp FD:

power = fÙ,â(flow,head)
becomes
========⇒ flow,head ! power
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From functions to g3 indicator ▷ Counterexamples
• A counterexample violates the FD and its associated function!

Definition ▶ Counterexample

A counterexample of a FD in the form X! C is a pair of tuples which have
similar values on X and dissimilar values on C.

Running example ▶ Our first counterexample

{(t3, t6)} ̸|= flow,head ! power

r flow head power
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X C
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From functions to g3 indicator ▷ Drawbacks of FDs

• Real-life problems
l may not hold on the whole dataset

l equality is too restrictive

• Solutions
m use a coverage indicator to measure the partial validity

m use predicates instead of equality
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From functions to g3 indicator ▷ The g3 coverage indicator

• A coverage indicator measures the veracity of a FD in a relation.
□ This provides a greater nuance over the classical binary FD satisfaction.

• Most common: the g3 indicator [Kivinen and al., 1995]:
The g3 indicator is the minimum proportion of tuples to remove from a relation

such that no counterexample remains.

• More formally:

Definition ▶ g3 indicator

For a relation r and a FD in the form X! C:

g3(X! C,r) = 1− max(|{s | s ⊆ r,s |= X! C}|)
|r|
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From functions to g3 indicator ▷ Running example

Running example ▶ Computing g3 with crisp FDs

{(t3, t6)} ̸|= φ

φ : flow,head ! power

g3(φ, r) =
1
6

id flow head power
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Reminder
The g3 indicator is the minimum proportion of tuples to remove from a relation

such that no counterexample remains.
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From functions to g3 indicator ▷ FDs with predicates

• Crisp equality not sufficient in real life ⇒ replace equality by predicates.

• Each attribute A is equipped with a binary predicate comparing every two
values in the domain (dom) of A: æA : dom(A)× dom(A)! {true,false}

• Similar to [Caruccio and al., 2015], the satisfaction can be redefined:

Definition ▶ Satisfaction of non-crisp FDs

The satisfaction of a FD X! C in a relation r in regard to a set of predicates
Ð (noted r |=Ð X! C) is defined as:

∀t1, t2 ∈ r,
∧
Ai∈X

æi(t1[Ai], t2[Ai])⇒ æc(t1[C], t2[C])

• Covers many FD relaxations from literature
[Caruccio and al., 2015, Song et al., 2020].
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From functions to g3 indicator ▷ FDs with predicates

Running example ▶ Defining predicates

To take sensor uncertainties into account, we can associate an absolute
distance to each attribute:

æflow(x,y) = æhead(x,y) = æpower(x,y) =

true if |x− y| ≤ 0.1
false otherwise.
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From functions to g3 indicator ▷ g3 is still well-defined!

• We can adapt the definition of g3 to FDs with predicates:

Definition ▶ g3 indicator with predicates

For a relation r, a FD in the form X! C and a set of predicates Ð :

g3Ð (X! C,r) = 1− max(|{s | s ⊆ r,s |=Ð X! C}|)
|r|
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From functions to g3 indicator ▷ Running example

Running example ▶ Computing g3 with non-crisp FDs

{(t1, t5), (t1, t4), (t4, t5), (t4, t3), (t4, t6), (t5, t6), (t3, t2), (t2, t6)} ̸|=Φ φ

ϕflow(x, y) = ϕhead(x, y) = ϕpower(x, y) =

{
true if |x− y| ≤ 0.1
false otherwise.

gΦ3 (φ, r) =
3
6 = 0.5

φ : flow,head ! power
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From functions to g3 indicator ▷ Running example

Running example ▶ Switching to conflict graph

ϕflow(x, y) = ϕhead(x, y) = ϕpower(x, y) =

{
true if |x− y| ≤ 0.1
false otherwise.

φ : flow,head ! power

r flow head power
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This is the MVC!

gΦ3 (r, φ) = |MVC(CGΦ(r, φ))|/|r|
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From functions to g3 indicator ▷ Conflict graph and MVC

• This is called the conflict graph (CG) [Bertossi, 2011].

ϕflow(x, y) = ϕhead(x, y) = ϕpower(x, y) =

{
true if |x− y| ≤ 0.1
false otherwise.

φ : flow,head ! power

r flow head power
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This is the MVC!

gΦ3 (r, φ) = |MVC(CGΦ(r, φ))|/|r|

• g3 corresponds to the size of a minimum vertex cover (MVC) in CG [Song, 2010].

• Hardness of computing g3:
m Crisp FDs: Polynomial (e.g. [Huhtala et al., 1999]).
l Non-crisp FDs: NP-Hard (reduction derived from [Song, 2010]).
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From functions to g3 indicator ▷ State of the art summary

X ! C

∀t1, t2 ∈ r,
∧

Ai∈X

ϕi(t1[Ai], t2[Ai]) ⇒ ϕc(t1[C], t2[C])

g3∀t1, t2 ∈ r, t1[X] = t2[X] ⇒ t1[C] = t2[C]
poly

NP-hard

crisp satisfaction

non-crisp satisfactionC = f(X)

Let’s examine this in more detail!

gΦ3
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▶ Complexity analysis



Complexity analysis ▷ Switching to the decision problem

• For studying the hardness of computing g3, with use the decision version:

Problem ▶ Error Validation Problem with Predicates (EVPP)

In: a relation scheme with predicates (R,Ð), a relation r and a FD
X!A over R, k ∈�.

Out: YES if gÐ3 (X!A,r) ≤ k, NO otherwise.

• The results naturally extends to the optimization problem.
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Complexity analysis ▷ Situation

• about the complexity of EVPP:
□ polynomial for usual FDs with equality [Huhtala et al., 1999].

□ NP-complete for non-crisp FDs [Faure--Giovagnoli et al., 2022].

• what makes the problem tractable (or not)?
□ idea: study the impact of (common) predicates properties on EVPP:

(ref): æA(x,x) = true

(sym): æA(x,y) = true implies æA(y,x) = true

(tra): æA(x,y) = æA(y,z) = true implies æA(x,z) = true

(asym): æA(x,y) = æA(y,x) = true implies x = y

□ goal: a quick-reference map of EVPP complexity
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Complexity analysis ▷ Structure of the conflict graph

• The properties of the predicates bound the structure of the conflict-graph!

t1 t4

t6

t5

t2

t3
t1 t4

t6

t5

t2

t3

t1 t4

t6

t5

t2

t3

long induced path

long induced path

ϕpower(x, y) = true

⇐⇒ |x− y| ≤ 0.1
ϕpower(x, y) = true

⇐⇒ x = y

ϕpower(x, y) = true

⇐⇒ x ≤ y

CGΦ(r,flow,head ! power) with ϕpower = ϕflow = ϕhead
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Complexity analysis ▷ The complexity of EVPP

• The properties of the predicates bound the structure of the conflict-graph!
[Faure--Giovagnoli et al., 2023]

{ref, sym} {tra, sym}

{ ref, tra, asym} {ref, tra, sym} {tra, asym, sym}

{ref, tra, asym, sym}

polynomial

NP-complete

matching, comparable dep.

order dep.

usual FDs
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▶ Algorithmics



Algorithmics ▷ From polynomial to NP-Hard

{ref, sym} {tra, sym}

{ ref, tra, asym} {ref, tra, sym} {tra, asym, sym}

{ref, tra, asym, sym}

polynomial

NP-complete

• Two cases:
1. Polynomial algorithms for tra. and sym. predicates.
2. The general case, a NP-hard problem.
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Algorithmics ▶ Tra. et sym. predicates (polynomial)



Algorithmics ▷ Tra. and sym. case ▷ Constrained graph

m The graph is now constrained:

General graph
Disjoint

complete k-partites

• Very efficient polynomial exact and approx. algorithms can be developed!
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Algorithmics ▷ Tra. and sym. case ▷ Process Overview

g3(A! C,r) can be computed in polynomial time [Kivinen and al., 1995]:

r A C

t0
t1
t2
t3
t4

0
0
0
1
1

0
1
1
1
0

1. Group by antecedents
2. Find the most frequent element in each group
3. Count the tuples in minority

□ Those are the tuples to suppress to remove all counterexamples

4. Normalize by the size of the relation: g3(A! C,r) = |{t0,t3}||r| = 2
5
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Algorithmics ▷ Tra. and sym. case ▷ Exact Algorithms

Two alternatives for the Group By:
• Hashing

□ Keep all groups in memory while tracking the most frequent element in each group
□ Linear complexity in |r|
□ High memory usage

• Sorting
□ Sort the dataset and then iterate through the tuples in one pass
□ Log-linear complexity in |r|
□ Can be low in memory usage via external sorting
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Algorithmics ▷ Tra. and sym. case ▷ Sampling Algorithms

In large datasets, sampling procedures:
• Uniform Random Sampling

□ Exact algorithm with a random subset of the full relation

• Stratified Random Sampling (adapted from [Cormode and al., 2009])
1. First pass: estimate the size of each group on random subset of the full relation
2. Second pass: reservoir sample fixed number of tuples in each group to find most

frequent elements
3. Compute g3 with weighted average

• Improved Stratified Random Sampling
□ Same process as before but sample a variable number of tuples in second pass:

▷ The number is proportional to the estimated size of the group (step 1)
▷ Based on Serfling’s inequality [Serfling, 1974] - Hoeffding’s with finite population correction

Faure--Giovagnoli Pierre - Domain Knowledge and Functions in Data Science - November 2023 - 26/43



Algorithmics ▷ Experiments

Exact and approximate algorithms for computing g3 with tra. and sym. predicates:
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Algorithmics ▶ General case (NP-hard)



Algorithmics ▷ General case ▷ Process Overview

X ! C

r X C

Problem inputs Conflict graph
construction

g3 value

quadratic NP-hard

Finding a
Minimum Vertex Cover

• Two steps:
1. Constructing the conflict graph.

▷ Nodes are the tuples.
▷ Edges are constructed via counterexample enumeration.

Costly quadratic process in |r|
Potential optimizations drawn from record linkage and similarity joins

2. Evaluating a Minimum Vertex Cover.
▷ Exact solvers - exponential in the number of edges (e.g. [Hespe et al., 2020])
▷ Solvers with heuristics - no guarantees (e.g. [Cai et al., 2013])
▷ Approximation algorithms - Edge Deletion, Greedy Independent Cover...
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Algorithmics ▷ General case ▷ Constructing the conflict graph

Comparison of various optimizations for constructing the conflict graph:

BRUTE FORCE

BLOCKOPT

ORDEROPT
ALL OPTIMISATIONS

COMPOPT
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Algorithmics ▷ General case ▷ Sublinear algorithms to the rescue!

l Problem: the conflict graph construction is the bottleneck!

X ! C

r X C

Problem inputs Conflict graph
construction

g3 value

quadratic NP-hard

Finding a
Minimum Vertex Cover

!!!
m Solution: sublinear algorithms.

□ They do not construct the whole graph.
□ On-the-fly counterexample enumeration.
□ Algorithms adapted from [Yoshida et al., 2009] and [Onak et al., 2012].

▷ Good time performance
▷ Average accuracy
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Algorithmics ▷ General case ▷ Experiments

Exact, approximate and sublinear algorithms for computing g3 in the general case:

MVC_SUB09 MVC_SUB11

CG+MVC_EXACT CG+MVC_EDCG+MVC_GIC
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Algorithmics ▶ Fastg3



Algorithmics ▷ fastg3

• Python library for computing the relaxed g3 indicator.
• Open-source available on GitHub: github.com/datavalor/fastg3
• Implements all the algorithms mentioned previously.
• Implemented in C++ with intuitive Python interface.
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▶ Counterexample analysis for supervised learning



Counterexample analysis for SL ▷ Learning a function

• In supervised learning, we learn a function. Does it really exist?

• Consider a supervised learning problem we want to learn C from features X from
relation r (i.i.d.).
□ [Le Guilly et al., 2020] shows that g3(r,X! C) bounds the accuracy of any model.
□ When |r| tends to infinity, it corresponds the Bayes error rate for this process!
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Counterexample analysis for SL ▷ Our proposition

• Our proposition: ADESIT. A tool for interactive counterexample analysis.

selected 
data

raw data

preprocessed
data

learning
algorithm

transformed
data

ADESIT

f

real-life
phenomenon

domain
constraints
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Counterexample analysis for SL ▷ ADESIT demonstration

• Web application for counterexample analysis.
• Demonstration available at: adesit.liris.cnrs.fr
• Open-source available on GitHub: github.com/datavalor/adesit
• Based on fastg3.
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▶ Conclusion and perspectives



Conclusion and perspectives ▷ Summary

• Framework for measuring the existence of a function in a dataset.
□ Functions existence can be modeled by functional dependencies.
□ Equality can be replaced by predicates.
□ The g3-error measures the veracity of a FD/function in a dataset.

• Contributions
□ Complexity dichotomy based on properties of equality

[Faure--Giovagnoli et al., 2023].
▷ Polynomial when predicates at least tra. and sym.

□ Algorithmic solutions for computing the g3 indicator [Faure--Giovagnoli et al., 2022].
▷ The polynomial case: scalable, good sampling approaches.
▷ The NP-hard case: less scalable due to CG, sublinear faster but less accurate.
▷ The fastg3 python library.

□ Application to supervised learning [Faure--Giovagnoli et al., 2021].
▷ The ADESIT web application.
▷ Link to accuracy and Bayes error.
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Conclusion and perspectives ▷ Decision tree

domain knowledge

physical system

X C

Inputs

dataset

model as a function

predicates

Transitive and
symmetric?

NO
NP-hard

YES
polynomial

How many
tuples ?

How many
tuples ?

X C

*10K-300K<10K

Exact
CG + WGYC

Approximate
Sublinear Onak 11’

Approximate
CG + GIC

Exact
Sorting

<10M *

Approximate
Improved

Stratified Sampling
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Conclusion and perspectives ▷ What’s next?

• Link between the Bayes error and the relaxed g3 indicator
□ What happens when you relax equality?

• Designing a new sub-linear algorithm with better approximation in practice...
□ What makes an algorithm possible to adapt into sublinear?
□ Replacing edge deletion with Sorted List Right [Laforest et al., 2008].
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Conclusion and perspectives ▷ An opening on airgap monitoring
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Conclusion and perspectives ▷ An opening on airgap monitoring

Results
Air gap monitoring

rotating sensors
Rotor shaft displacement

static sensors

domain
expert

order
tracking

synchronous
averaging

eccentricity
correction

critical air gap
computation

visualization

synchronous
averaging

synchronous
averaging

order
tracking

keyphasor

measured air gap

keyphasor

angular coord.

radial coord.

SolutionProblem
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Thank you for listening!
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